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= Distributed Shared Memory: Concepts and Systems
Jelica Protic, Milo Tomasevic, and Veljko Milutinovic
IEEE PARALLEL & DISTRIBUTED TECHNOLOGY,
Vol. 4, No. 2; SUMMMER 1996, pp. 63-79

= Distributed Shared Memory Home Pages
= http://www.ics.uci.edu/~javid/dsm.html

= http://www.cs.umd.edu/~keleher/dsm.html (TreadMarksBi%&E D
P.Keleher &L TL \F=H%2004/018R 7 L EBURLIZZEHHTLVE)
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(Software) Distributed shared memory
Process Process Process Process

provides the programmer with the illusion

of a single virtual address space, which is
shared among a network of processors
that do not share physical memory.

As |ocal memory is updated, the
modifications are propagated to the
other processors, so that all maintain

DSM Middleware

a consistent view.
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i Classifications of DSM systems

= How the access actually executes?
= Where the access is implemented?

= What the precise meaning of the word
consistent is ?

H Latency, Granularity, Availability ”

i DSM Algorithms

= Single Reader/Single Writer algorithms
HEPREDSM
= Multiple Reader/Single Writer algorithms
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= Multiple Reader/Multiple Writer algorithms
=Page-based SW DSM [Z# |+ %False Sharingxt %
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i DSM mechanism®DEZEL X)L

= Software DSM implementation
= Hardware DSM implementation
= Hybrid DSM implementation

i Software DSM
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Software DSM implementation

=Write Detection
sPage-Based vs Object-Based

sCoherence Enforcement

= VY OS level  ----- > Shared Virtual Memory
= TreadMarks User level  ----- > Diff//LRC

= Midway Compiler level----- > Entry Consistency

= Shasta Compiler level----- > Any

= Linda Language level----- > content addressable
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i Midway

= Entry Consistency

In Midway, there is an explicit binding of locks to the data that is
logically guarded by each lock.
= As the application acquires a lock for its own synchronization, Midway
piggybacks the memory updates on the lock acquisition message. Thus
Midway sends no extra messages.
= Furthermore, the updates are sent only to the acquiring processor and
only for the data explicitly guarded by the acquired lock. This serves to
batch together updates and minimize the total amount of data
transmitted.
= Midway detects updates to shared memory via compiler and runtime
support.
= To provide high performance communication, Midway has its own
application oriented protocols which reduce message counts, and it
utilizes Mach's low-overhead network interfaces to reduce message
latency.
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i Hybrid DSM implementation

= SHRIMP @Princeton Univ.
= Virtual Memory Mapped 1/0
= Automatic Update Release Consistency(AURC)

Figure 2: Virtual memory mapping

i Hybrid DSM implementation

= SHRIMP @Princeton Univ.
= Virtual Memory Mapped 1/0
= Automatic Update Release Consistency(AURC)

Figuse 3: SHRIMP Netwerk fntirface Duta Path
Figure 1: A SHRIMP wode with wrtwark interfoce

i Hardware DSM 3

= CC-NUMA
= Directory-based
> JUMP-1, Cenju-4, Origin2000, AsamA, % M fth % 1
= Broadcast-based ....... Reflective Memory
~ Memory Channel
= COMA Family

Hardware DSM i

’ Memory Consistency Models
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Memory Consistency Models
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Important design choices in
i building DSM systems

= Cluster configuration

= Interconnection networks

= Shared data structure

= Coherence unit granularity

= DSM management responsibility
= Coherence policy
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