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Abstract

This paperdescribeghe intelligent cachecontrller of
JUMP-1,a distributedshaied memorytype MPP. JUMP-1
adoptsan off-the-shelfsuperscalaras the elementproces-
sor to meetthe requirrmentof peakperformanceput such
a processonacksthe ability to hide inter-processorcom-
municationlatency which may easily becometoo long on
MPPs. Therefore JUMP-1 providesan intelligentmemory
systento remedythe weekpoint. The cachecontmoller is
oneof themaincomponentsfthememorysystemandpro-
videsmany cache-levekupportsfor inter-processorcom-
munication; explicit cachecontrol, high-bandwidthcache
prefetching,and a few typesof synchonizationstructuies
for fine-grainedmessageommunication.

1 Intr oduction

To give a fundamentaparadigmsand technologiedor
10° scalemassivelyparallelprocessindn the nextcentury
a joint project namedJUMP (Joint University Massively
Parallelprocessingprojectwasorganized.23 laboratories
of 18 universitiesin Japanparticipatedin this project.
Theresearchtemsof the projectare computationmodels,
programminganguagesopperatingsystemsand hardware
systems.

The important challengeof the projectis to build a
prototypesystemnamedJUMP-1. Theaim of JUMP-1is
notonly to substatiat&ovelideasproposedn thehardware
researclof theproject,butalsoto provideaplatformfor that
of software.Thatis, it is plannedto implementa prototype
parallel operating system, some parallel languages,and
variousparallelapplicationson JUMP-1.

JUMP-1lisagenerapurposenassivelyparallelprocessor
(MPP), composedof maximumof 1024 processorswith
distributedsharednemory(DSM).
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The main featureof JUMP-L1is its intelligent memory
system. In this paper we describethe intelligent cache
controllerof JUMP-1,whichis oneof themaincomponents
of theintelligentmemorysystem.

In the following sections Section2 outlinesthe overall
architectureof JUMP-1,and Section3 describeghe detalil
of the intelligent cachecontroller Section4 gives the
conclusionandour researctschedule.

2 JUMP-1

Before going into details of the intelligent cachecon-
troller in later sections this sectionoutlinesoverall archi-
tectureof JUMP-1.

2.1 Designpolicy

JUMP-1is a MPP which hasoff-the-shelfgeneralpur-
poseprocessoraind DSM. The following discussiorgives
our policy on designingthesekey componentstheelement
processoandcommunicatiorthroughDSM.

2.1.1 Elementprocessor

The elementprocessorof current MPPs can be divided
into two types. Oneis off-the-shelfmodernmicroprocessor
usedin the mostof multiprocessoisystems. The otheris
custom-madd&ne-grainedor multithreadedgrocessarsuch
asthatfor [7]. Theformerhastheadvantagef its highpeak
performancendhardware/softwarproductivity, while the
latter is superiorin its low-cost contextswitchingto hide
inter-processocommunication.

For the elementprocessorof JUMP-1, we chosean
off-the-shelfsuperscalaprocessqrSunSuperSRRC+, not
only becauseof the reasonshow abovebut also our key
observatioron high-performancgarallelprocessing.That
is, we claim that parallel processingconsistsof local and



global operationseachof which shouldbe performedby
a componentfit to the operation. Thus the off-the-shelf
processqgrnaturallyfit to the local processingn a parallel
programshouldberesponsibldor thelocal part.

The global operationsuchassynchronizatiorand com-
munication, however is not fit to the elementprocessor
becausehe operationoften makesthe processostalledby
its long latency Thuswe removethe burdenof the global
operationgrom the elementprocessoandgive it to thein-
telligent memory system Thememorysystemof JUMP-1
is designedo proveidevariousfunctionsto hide or reduce
the latency of the global operationsin orderto keepthe
elementprocessorérom stalling.

2.1.2 Communication through DSM

The most basicinter-processorcommunicationfacility of
JUMP-1is sharedmemory Sharedmemoryis a power-
ful communicationfacility for generalparallel programs.
Memory protection,which is indispensabldor multi-user
environment,can be also realized on the sharedvirtual
memorysystem.

Ordinary sharedmemorysystemswith hardwarecache
coherencehoweverdo notfit for irregularor asynchronous
applicationswhich frequentlyexchangegine-grainedmes-
sages.Theintelligentmemorysystemof JUMP-1provides
varioushigh-levelfunctionsto hide or reducefine-grained
inter-processocommunicationiatency The functionsare
calledin theform of the protectedsharedmemoryaccess.

Theintelligent cachecontroller, which is the subjectof
this paper is oneof the main component®f theintelligent
memorysystemandplaysanimportantrolein it.

2.2 Systemconfiguration

In order to map the physical connectivity of system
component®ntothe logical architectureén a naturalform,
JUMP-1adoptsa clusteredarchitecture.A clusterconsists
mainly of four elemetprocessorandclustermainmemory
The systemhas 256 clusters connectedby inter-cluster
networks.

Inter-cluster Networks JUMP-1hasthreedifferentnet-
works; the mainnetwork,the /O network,andthe mainte-
nancenetwork. All of thesenetworksare newly proposed
anddesignedor JUMP-1.

The main networkis RecursiveDiagonalTorus(RDT)
networK8]. RDT hasa hierarchicabtructureof recursively
coarsene@-dimensionalori. Higher/coarsetori areplaced
diagonally by 45 degreeson a lower/finer torus. This
structureachievesboth small degreeand diameteras well
asO(log N) multicastingandcombining.

Processor Processor Processor Processor

Unit Unit Unit Unit
#0 #1 #2 #3
| [ T 1 [ T 1 [ T 1
Cluster Bus
. Cluster
MBP-light Memory
Maintenance  STAFF-link RDT
Network Network Network

Figure 1. Block diagram of a JUMP-1 cluster

The I/O networkinterconnectglusterswith variousl/O
devicessuch as disks and high-definition video devices.
The I/O networkis a bundle of point-to-pointhigh-speed
serial links named STAFF-link [6] with a concentrator
which dynamicallychangeghe assignmenbf 1/0 devices
to clusters.

The maintenancaetwork,which is a tree of low-speed
bustrobustbusesijs usedfor bootingandinstrumentation.

Cluster Figurel showstheblock diagramof the JUMP-1
cluster A clusterhasfour processownits anda memory
unit connecteddy a sharedbus. All of thesecomponents
aremountedon a printedcircuit board.

The detail of the processounit is describedaterin this
section.

The memory unit consistsof a clustermemoryand a
memorycontrolcoprocessotalledMBP-light . Thecluster
memoryformsa potionof DSM.

MBP-light MBP-light is a lighter version of Memory

BasedProcessoproposedn [3]. MBP-light is responsible
for all the memoryaccesgacketcomingfrom insideand

outsideof the cluster While local transactionghat sim-

ply readand write(back)the clustermemoryare handled
by a fully hardwiredmechanismglobal transactionghat

require system-widecoherencemnaintenanceand/or high-

level memoryoperationsaremanipulatedy the microcode
of MBP-light. Thus MBP-light hasa messagelriven ar-

chitecturethat efficiently creates,suspendsresumesand

terminatesa threadinvoked at the arrival of a memory
accespacket.



SuperSPARC+

I-Cache D-Cache

E-Cache
Address fe=p| Data @ Data

Array
36 64
v 4
Front
|
E-Cache | Map cc cc
Tag
Array Back Controller Buffer
Map
t | y A
64
A /
Cluster Bus

Figure 2. Block diagram of a processor card

type way | size bSI?Z(;k
. I 5 | 20KB
primary
D 4 | 16KB | 32B
secondary| E 1 1MB

Table 1. Cache parameters

Processounit Figure2 showsthedetailedblockdiagram
of the processorunit. The processorunit consistsof
an elementprocessqrSun SuperSRRC+, andits private
caches. All of the componentsare mountedon a printed
circuit card.

Caches A processorhasthreetypes of private caches;
on-chip primary I-cache and D-cache and the external
secondaryE-cache The I-cache and D-cacheare set-
associativeandphyically addressedThe D-cacheis write-

throughandadoptsno write allocatepolicy. The E-cachds

unified, direct-mappedand phyisically addressed.Table 1

showsthe otherparametersf thesecaches.

The coherenceof thesecachesis maintainedby the
intelligentcachecontroller CC, whichis the subjectof this
paper Eachblock of the primary cachesanbeinvalidated
by anexternalagent,CC in this case.While the E-cachds
completelyunderthe controlof the CC.

The CC consistsof twin chips; one is the controller

core andthe otheris for databuffers. Both of the chips
arefabricatedusing0.5um CMOS double-metabatearray
technologyandsealednto a 304-pinplasticQFPpackage.

2.3 Intelligent memory system

The intelligent memory systemprovidesvarious func-
tionsto hideandreducetheinter-processocommunication
latency Thesefunctionsareimplementedshardwardogic
of CCandmicrocodeon MBP-light.

In the rest of this section,we explain the addressing
systemand how to invoke the functionsof the intelligent
memorysystempeforegoinginto the detail of CC.

2.3.1 Addressingsystem

JUMP-1 memory systemadoptsa variant type of shared
virtual memory4]. A clustermemoryis usednot only as
a main memorybut also as a cachefor clustermemories
of remoteclusters. Remembeitthat eachprocessothasa
private secondarycache. Thus the cluster memory also
functionsasa sharedhird-levelcache.

The cacheblock size of the third-level cacheis 4KB,
whichistheminimumpagesizeof SuperSRRC+. Thusthe
cachedblock of thethird-levelcacheis calleda copypage,
whereasa ordinary non-copy pageis called an original
page. Original pagesand copy pagesare mingled on a
clustermemory

The copy pageis accesseddy the processorsn the
clusterjustthesameway astheoriginal page.The physical
addresausedto accesghesepageson a clustermemoryis
calledcluster address The mappingfrom virtual pageso
original or copy pagesare manageddy the ordinary page
tablewith which SuperSRRC+ MMU generatethecluster
address.

Onthe otherhand,anotheraddresss requiredfor inter-
clustermemoryaccesspecausehe clusteraddresss in-
dividual for eachcluster This addresds called network
address The network addresds a virtual addresswvhich
uniquelyidentifiessystem-widememoryobjects.Although
a networkaddresss obtainedby simply concatenatinghe
virtual addressper processand the system-wideprocess
ID in usualcasesmore complicatedmappingsuchasthat
for a page sharedamongprocessesds possiblebecause
the mappingis completelyunderthe control of MBP-light
micorcode.

2.3.2 Memory command

The accesdo the intelligent memory systemof JUMP-1
is performedby loadsand storesjust in the sameway as
ordinarysystemsbutthesystenproducewvariousheneficial
side effectson the addresseabject. For example,cache
coherenceprotocol for an object can be dynamicallyand



Cluster
Address

Virtual
Address
Space Space Space

Physical Memory
Address

Figure 3. Address and memory command

explicitly specified. Another exampleis an operationon
a synchronizatiorstructure. Theseeffectsare specifiedby
memory commands

A memorycommands specifiedby a partof the cluster
addressSuperSRRC+ provides36-bit of physicaladdress
PA[35:0] to the externalagents. Sincethe maximumsize
of a cluster memoryis 128MB, only PA[27:0] is used
asthe physicalmemoryaddress. The rest, PA[35:28] is
usedto transmitadditionalinformationfrom the processor
to the external agentsincluding the CC. PA[35:32] is
usedto specifymemorycommando the dataaddressetly
PA[27:0] . Thus16(= 2% typesof memorycommands
aredefinedto eachaddress.

Figure 3 showsthe relationshipbetweenthe address
spacesand the memorycommand. When a userprocess
requiresa newmemorycommandor amemoryobjectin a
virtual pageVyy, it tellsthe OSfollowing items:

e virtual pageVy,
e newmemorycommandV(N =0,1,---,15)
o freevirtual pageVy for thenewmemorycommandV

If the requestis legal, the OS first finds the physical
memorypageP from the virtual pageV,,;. Thenthe OS
allocategthe specifiedvirtual pageVy, andmapsit to the
clusterphysical page Py, of which PA[35:32] equalsto
the specifiedmemory commandN and PA[27:0] equals
to the physicalmemorypageP. Now the processhas?2
virtual pagesfor the sameobject, V; and Vy to invoke
differentfunctionsby choosingthesepages. Sincea user
procesdnvokesthe functionsthroughthe virtual memory
the functionsare protectedfrom illegal invocationsby the

1The rest, PA[31:29] representghe fixed attributesof the physical
page.

ordinarymemoryprotectionmechanismFor example Vy
canberead-onlyeventhoughreadandwrite areallowedto
Vi, if awrite accesd/y isillegal.

Accesseghrough different memory commandsto the
samedataare distinguishableby their physicaladdresses.
This is importantbecauseSuperSRRC+ andits primary
datacacheregardaccessethroughdifferentmemorycom-
mandsto the sameobjectasthoseto distinctobjects. The-
oretically maximumof four differentmemorycommands
to an object can be cachedto the datacacheat the same
time (remembethedatacachds 4-wayset-associative)n
actuality CC controlssothatatmosttwo blocksof different
memorycommandsrecachedo thedatacache.

3 CacheController

CC plays an importantrole in the JUMP-1 intelligent
memory system, becauseCC functions as the interface
betweerthe elementprocessoandthememorysystem.

The functionsof the intelligent memorysystemareim-
plementedasa co-operatiorof CC and MBP-light. While
MBP-light is fully programmableCC is completelyhard-
wiredbecausés speedor usuakecondargacheoperations
is critical to keepthe total systemperformancenigh. Thus
we must have carefully chosenthe functionsto be imple-
mentedon CC. The complicatedfunctionsof the memory
systemareimplementedmainly by MBP-light microcode,
while CC actsjustasarelay. Onthe otherhand,thefunc-
tionsclassifiednto thefollowing two categoriesiredirectly
supportedy CC; thatis, explicit controlof cachecoherence
andcache-levesupportdor synchronizatiorstructures.

In the rest of this section, Section 3.1 describesthe
cachecoherenceontrolandrelatedmechanisnof CC, and
Section3.2 presentghe high-level functionsemphasizing
how CC assistgheir efficient execution.

3.1 Cachecoherence

The aim of the cachesystemof JUMP-1is not only to
provide coherentsharedmemoryfor programmability but
alsoto achievehigh-performancéy giving applicationghe
chanceand meansto control the cachesystemexplicitly.
For example,an applicationmay choosea coherencepro-
tocol appropriateto eachof its datastructuresper access.
The explict control of cachinganddecachings alsoavail-
able by meansof prefetchand invalidation. In addition
to thosefunctions, CC has various sophisticatedmecha-
nismsto reducebothtraffics andlatencyon the conference
management.



3.1.1 Outline of cachecoherence

Cacheability In orderto minimizetheinvolvementof the
primary cachesin snoopingoperations,CC keepsmulti-
levelinclusionpropertyof the primarycachesaandE-cache.
Thusa pagemarkedcacheablén its pagetableentry, noti-
fying SuperSRRC+ thatits contentanaybein theprimary
cachesis alsocacheabléo E-cache A non-cachablpage,
however may be also madecacheabldo the E-cacheby
specifyingappropriatememorycommands.This E-cache-
only cacheablilitymakesit possiblethata synchronization
structureis accessedh a specialway keepinglogical cor-
rectnessaswell asefficiency asdescribedn Section3.2.
The cacheablityof the third-level cacheis fully underthe
control of MBP-light, so that an accesswith complicated
sideeffectsis performedcorrectlyandefficiently.

Cachestate E-cachestateis similarto thatof the MOESI
protocol .excepthatit representmter-clustersharingstatus,
asdescribedn Section3.1.3.

Coherenceprotocol CC supportsboth of two major co-
herenceprotocolsthatis write-invalidateandwrite-update.
In addition, CC also supportsa few types of their com-
binations,for example,a protocolwhich invalidatesother
copieson readmiss.

A programmecanspecifytheprotocolshroughmemory
commandas mentionedbefore,and canchangeit without
anyrestrictions evenon-the-fly Thusadatastructuremay
haveits ownmostappropriatgrotocolthatmayevenvaries
in progressof the programexecution. CC also provides
someexplicit control of a cacheblock suchasinvalidation
of own copy or other copies, which is performedby a
simple storeto the block with the correspondentmemory
command.

3.1.2 Update protocol support

In a large scale distributed sharedmemory systemlike
JUMP-1 write-updateshouldbesuperiotowrite-invalidate
thatbringslong readlatencyhardlyto behidden. Thusit is
expectedhatapplicationgnainlyusewrite-updateo reduce
thereadlatency Howeveraneasygoingiseof write-update
might causetraffic congestiorby updaterequestdo small
piecesof dataand/orthoseto no longerreferreddata. One
of our solutionis thedynamicchoiceof coherencerotocol
and the explict invalidation, which will solve the latter
problemwith smallefforts of applicationprogrammers.
As the solutionof the former problem,CC hasa strong
write-megemechanisnfior updateprotocol. CChas8-entry
write-buffer of 32-byteon which write requestdor write-
updataypestoreis meiged,while thosefor write-invalidate
are send as soon as possible. Thus evenif a 32-byte

cacheblock is modified by the sequencef 32 store-byte
instructions only oneupdaterequestss deliveredfrom the
CCunlesghefollowing exceptionakases.

Sincea packetfor the coherencanaintenanceargetsa
32-bytecacheblock, an updaterequestpacketwould have
to carry a 32-bit indicatorof byte modificationif we coped
with any typesof write-mege. This schemewould cause
significant(20%, in fact) busperformancelegradatiorand
haveto be saidtoo earnesto the rarecasesf partial byte
modification. Thuswe reducedthe modificationindicator
to 8-bit to showthe validity of each32-bitword carriedby
theupdaterequest.

This reduction,of course,causesa problemthat some
sequencef byteor 16-bithalfwordwrite-updatdypestores
hasno correspondentipdaterequesipacket. The solution
is to usewrite-invalidatein suchan exceptionalcase. CC
tries to mergea write requestto its predecessorsven if
the size of it is smaller than 32-bit word. When CC
decidesto sendthe write request,f all the write requests
arefortunatelymemgedinto a setof words,CC successfully
sendsthe updaterequestfor the correspondingblock. If
unfortunatelynot, CC sendsan invalidate requestas the
substitutefor the updaterequest. For example,a N-byte
string copy to a sharedregion with write-updateprotocol
will causeat mostonly two unexpectednvalidaterequests
while atleast| N/32| updaterequestswill be successfully
delivered.

3.1.3 Inter-cluster sharing status

If a transactionneedsinter-cluster communication, the
MBP-light createsand dispatchesa threadfor the request
packeton the clusterbus. Although MBP-light is designed
to handlethis processefficiently, it is still too heavyto
createa threadfor everyrequestpacketon the buswhich
ofteninitiatesa clusterlocal transaction.

Therefore CC managesinter-cluster sharing status of
eachblockto reducethe possiblityto involve theMBP-light
to atransaction A cacheblock of which anycopycanexist
out of the clusteris markedasglobally-shaed CC sendsa
write requespacketonthebuswith abit thatrepresentthis
status. MBP-light canimmediatelyignoresa packetwith
thebit resetto not globally-shared ThusMBP-light is free
from a write transactionfor a block private to the cluster
permanentlysuchasthatof local variablesor temporarily
suchasthatof sharedvariablesmodifiedby write-invalidate
typestores.

3.1.4 Cacheprefetch

Sincethe D-cacheof SuperSRRC+ is ablockingcacheand
the pipelineof SuperSRRC+ completelystallswhena D-
cachereadmissoccurscacheprefetchings oneof themost
importanttechniquego hide the load latencyon JUMP-1.
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Figure 4. Producer-consumer communication on
an ordinary shared memory system

Although SuperSRRC+ doesnot haveinstructionsfor D-
cacheprefetchi,it is still availableto prefetcha blockto the
E-cache.The prefetchfunctionis invokedthrougha store-
type memory command,which never stalls the pipeline
becausef cachemiss.

Prefetchingto E-cache, however degradeseffective
bandwidthof the bus betweenthe processorandthe CC.
On a normal load, E-cachefill is performedat the same
time CC repliesthe block to the processofseeFigure 2).
On a prefetch,however E-cachefill andthe transmission
of the prefetchedblock from the E-cacheto the processor
are performedat different times. Thereforethe effective
bandwidthof the bus betweenthe processorand the CC
decreaseby half comparedvith normalload.

CC has a delayed prefetch mechanismto avoid this
problem. It hasan8-entryreceivebufferthatusuallyactas
the queuefor incoming packetsfrom the clusterbus. This
bufferis alsousedo delayE-cachdill of prefetchedlocks.
Eachtimetheprocessorequiresablockonits D-cacheread
miss, the buffer is looked up aswell as E-cachetag. If
a prefetchedblock is foundin the buffer, CC providesthe
block just like E-cachehit, andat the sametime performs
E-cachdill.

The period the prefetchedblock staysin the receive
buffer is specifiedby a control register A 12-bit down
counteris attachedo eachentry of the buffer to measure
the period,andthe prefetchedlock of which counterruns
outto 0 is sweptout to the E-cache. The control register
specifiegheinitial valueof the counters.

3.2 Synchronization structur e

Ordinary distributedsharedmemory sytemsinherently
hasdrawbacksn handlingmessageommunicationIn this
subsectionwe give thedetailedexplanatiorof theproblems
andJUMP-1'ssolutionfor them,underthefollowing heads;

Producer Consumer
: . \
data=f(); T*+--. Update
full =1; data & full ¢
-aY while(!full);
g(x);
ltime
\ / \

Figure 5. Producer-consumer communication us-
ing I-structure

one-producecommunicatiorandmultiple-producergom-
munication.

One-producer communication In ordinary distributed
sharednemorysystemsasedn arelaxedmemorymodel,
eachstorerequiresan acknowledgmento ensurethe com-
pletion of it. This meansthat the store operationis exe-
cutedin a round-trip mannermakeingthe traffic double.
Moreover the processomust wait for the arrival of the
acknowledgementat a synchronizatiorpoint. This stall
shouldbeintolerablein fine-grainedapplications.

Figure 4 showsthe simplestproducefconsumercom-
municationon a ordinary sharednemorysystembasedon
a weak memorymodel, using sharedvariablesdat a and
ful | . Theproducemwritesdat a, waitsfor the acknowl-
edgmenfor the write, thenturnson f ul | . The consumer
hasto confirmthatf ul | isturnedon, beforeit readdat a.
This figure showsthe bestsituation;dat a andf ul | are
alreadycachedn eachprocessds cache andwrite-update
protocolis used,sothe write to dat a andf ul | is trans-
mitted asfastaspossible. Evenin this situation,however
wastefultime appearasrepresentetby gray arrowsin the
figure.

Our solutionto this problemis I-structur €[1] that has
the capabilitiy of indicatingits validity by itself. The basic
idea utilizing I-structureis to executethe communication
andsynchronizatiorin a one-waymanner

Eachword of the memory of JUMP-1 hasa tag that
representgull/empty statusof the word. A produceruses
the store-typememorycommandor the I-structure which
setsthetagfull atthesametime it changeshevalueof the
word. The consumersuccessfulljoadthe newvalueafter
confirmingthe tagindicatesfull. The methodto checkthe
fulllempty statusof the word is describedater Figure 5
showsacommunicatiorusinganl-structure.Sincethestore
andthe synchronizatiorfor it are executedatomically the
storedoesnot needanacknowledgementsor theproducer
needdo wait the completionof the store.



Multiple-pr oducers communication Althogh the I-
structuregives a good solution for the one-producetype
communicationit cannotsolely copewith thecommunica-
tion in which two or more producersareinvolved. Thatis,
anothemechanisnior mutualexclusionis required.

The well known primitive for mutual exclusionis the
atomicreadand write, which JUMP-1 providesby means
of SFARC's swapinstructionasordinary systemsdo. Al-
thoughwe madeevery effort to implementthe swap effi-
ciently, it is essentiallyhardto hide or reduceits latency
becausef thefollowing reasons:

e All the atomicoperationson anaddressn the system
mustbe serializedat a certainpoint correspondindo
theaddress.

e Theatomicoperatiorcontainghereadoperatiorwhich
essentiallystallsthe processountil its completion.

Thus we introduceda better alternative for mutually
excludedmessagecommunicationthrough FIFO queues,
called Q-structure. A Q-structurehas a queueof 64-
bit word dataand an addressto which a set of memory
commandss appliedto accesshequeue.Theenqueuef a
datais performedby simply storingthe datato the address
with a store-typecommandfor Q-structure. Load-type
counterpart$or theaddres®btainandremovethecontents
of the queuetop. The mutual exclusionof the multiple
producerssharinga Q-structureis solely performedby the
MBP-light of a clusterwherethe queuebody and usually
the consumerreside. This meansthat only the MBP-light
accessethe queuebodywith the datagivenby a producer
Thus, the producerdoesnot needto lock the queuebody,
norwait the completionof theenqueuing.

Althoughtheentry of the Q-structures 64-bitword, the
combinationwith I-structuregivesa generalschemeof the
communicationwith multiple producers. For example,a
messagef anarbitrarylengthis transmittedn theone-way
mannerby using I-structuresfor the messagéody and a
Q-structureo sendits baseaddress.

The following showsthe detail of the memmorycom-
mandsfor I-structureand Q-structureenphasizindghow the
CCcontributedo their efficiency.

3.2.1 I-structur e

As mentionedabove each64-bitword of themainmemory
hasa tag to representhe full/empty statusof the word.
E-cachalsohasanarrayfor thetagsothatanl-structureis
cachedwith its tag. The D-cache however doesnot have
any spacefor thetag, nor SuperSRRC+ hasany meango
checkthe full/empty statusof theword directly. Therefore
CC hasa sophisticatednechanisnto give the processor
efficientwaysto checkthe full/empty status.

Memory commands The store-typememory command
for I-structureis calledS-write. The commandsetsthetag
full atthe sametime it changeghe value of the addressed
data.

As for read,the following threetypesof memorycom-
mandsare availableto checkthe full/empty statusof the
word:

F-read The mostbasiccommandto checkthe full/empty
statusof the word is the F-read command. This
commandeturnsthe value—1/0 correspondingo the
full/lempty statusof theaddresseavord.

Non-cacheableS-read The behaviorof the S-readcom-
manddependn the cacheabilityof the target page.
The S-readcommando a non-cacheablpagereturns
thevalueof theaddressedordif thewordis full, while
causesa trap otherwise. The behaviorof the S-read
commando a cacheablg@ageis describedelow

This commandcannot be cachedo the D-cacheasits

nameshows butis mostefficientin thefollowing case.
Supposean inter-processocommunicatiorwith an |-

structurein which the consumerreadsthe value only

oncepercommunicationlf the spatiallocality cannot
be exploited,thereis no meritto puttheword onto D-

cachébecausd is alwaysinvalidatedby theproducets
S-write. Underthesemodestassumptionghe merit of

thecommandimplicit statuscheckwithoutconditional
brancesis highlightedproviding the possibility of the
fullnessis high enough.

CacheableS-read The S-readcommandto a cacheable
pagereturnsthevalueof theaddresseword whenthe
word is full. Otherwiseit returnsthevalueO.

If an applicationprogramregardsthe value O of the
word asmeaninglespatternsuchasanull pointer, this
typeis usefulbecauseneloadinstructiongivesboth
thevalueandfull/lempty status.

Thereturnvaluesof thesecommandsresummarizedn the
upperhalf of Table2.

Cachesupport I-structurecanbe fully cachedto the E-
cache andsometypesof readcommandsanbe cachedo
the D-cacheaswell:

F-read This commandis fully cacheableo the D-cache.
When an F-readhits the E-cache,the CC repliesa
block containing —1/0 values correspondingto the
full/lempty statusof thewords,ratherthanthe contents
of thedataarray

The —1/0 block can resideon the D-cachetogether
with its counterparfor the valuesbecausef the set-
associativityandthe differenceof phisicaladdresses.



Type H full ‘ empty ‘
F-read -1 0

| | Non-cacheabl&-read|| data| (causerap)
Cacheabl&-read data 0
QC-read -1 0

Q | Q-read data| (causdrap)
P-read data 0

Table 2. The return value of 1/Q-structure read
commands

This makesit possiblethat both F-readsandordinary
loadsto anl-structureblock hit theD-cacheevenwhen
theyareperformedalternately

WhenanF-readmissegheE-cachetheCCobtainsnot
only thefull/lemptytagsbutalsothe64-bitwordsof the
missedblock from the memory Thenthe CC replies
the —1/0 valuesto the SuperSRRC+ to minimizethe
latency andfinally updateshe E-cachewith thewords.
To readthe whole block in additionto the full/lempty
tagson the E-cachemissis consideredo be akind of
prefetch.

Non-cacheables-read This commandcan not be cached
to the D-cachebecausehereis noway to causeatrap
whenan S-readto anemptyword hits the D-cache.lt
is alsoimpossibleto delay loading a block containg
emptywordsontothe D-cacheuntil theybecamedull,
becaus¢his may causedeadlock.

CacheableS-read WhenthecommandnissegheD-cache
but hits the E-cachethe valuesof thefull wordsfrom
the E-cachedata array and O for empty words are
mixedto makethe block to be loaded. Theresidence
of anemptywordin D-cachds allowedbecauséitting
S-readcorrectlygivesits result,thatis 0.

The cohereceprotocolfor the S-write is fixed to write-
updatebecausd-structureis for single-producecommu-
nication. Optional no write allocate policy is available
for a producerwhich just writes datato I-structurewithout
readingit. This option avoidsthe cachepollution and/or
unnecessargemoteblock loading,while spatiallocality is
fully exploitedby thewrite mergemechanisnof CC.

Eachcommandor I-structurehasthepolaritythatdefines
whetherthevalueO or 1 of full/emptytagrepresentthefull
status.After acommunicatiorthrougha setof I-structures
is completedfor example the producerandconsumercan
reusdt by simply switchingthepolarityin orderto makethe
full wordsemptywithout accessinghe words. In addition,

thesawvordsarekeptcachedn mostcasesothatsubsequent
S-writesupdatethe consumeis cachesuccessfully

3.2.2 Q-structure

A Q-structureis associatedvith a 32-byte block, whose
first 64-bit word is the targetof the memory commands
for the Q-structure. The rest of the block is private to

the MBP-light for the managemenbf the queue,andis

protectedrom accidentamodificationby processors.

Memory commands TheQ-structurenrite commandQ-
write enqueueshe dataat the bottom of the queueon the
addressetilock.

The Q-structureread commandshave following varia-
tions:

QC-read Like theF-readfor I-structure the QC-readcom-
mand returns the value —1/0 correspondingto the
non-empty/emptgtatusof the Q-structure.

Q-read Like the non-cacheabl&-readfor I-structure,the
Q-readcommanddequeuesndreturnsthe queuetop
whenthe Q-structureis notempty while causes trap
otherwise.

P-read Like thecacheabl&-reador I-structuretheP-read
commanddequeuesand returnsthe queuetop when
the Q-structurds non-emptyor thevalueO otherwise.

Thereturnvaluesof thesecommandsresummarizedn the
lower half of Table2.

Cache support The managemenbf the queuebody is
performedby the MBP-light microcode. The CC assistst
with amechanisnof prefetchingthe queuetop.

All thecommandso Q-structurearenotcacheabl¢o the
D-cachepecauseachreadandwrite mustbe observedy
theCCandMBP-light to manipulatehequeueproperly As
for the E-cachehowever cachingis allowedandbeneficial
to reducethe accesdatencyby the following mechanism.
The CC tries to keepthe queuetop is residenton the E-
cachesothatit immediatelyrepliesthevalueto adequeueing
requesfrom theprocessarAfter thereply, theCCforwards
therequesto theMBP-light to obtainthenewtop preparing
for thefollowing dequeueThusif thethroughpubf thedata
productionandconsumptiorandthe queuemanagemertty
the MBP-light arebalancedthe consumewmill alwaysfind
thequeueop in the D-cache.

4 Conclusion

We havedescribedhe functionsof theintelligentcache
controller CC, one of the main componentof the JUMP-
1 intelligent memory system. Its unique featureis the



sophisticateanechanismo supportefficientmessageom-
municatiorthroughl-structureandQ-structureasexplained
in detalil.

As of February 1997, the fabrication and test of the
RDT chipshasbeencompleted.The chipsfor CCis being
fabricatedandthe MBP-light will soonfollow them. The
first prototypeis expectedo be completedat theendof the
nextsecondyuarter
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